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Abstract

A system of flow and pressure controls for a magnetic suspension balance/diffusion-tube humidity generator (MSB/DTG) has been developed
to realize a2 humidity standard in the trace-moisture region. The system essentially consists of a pressure regulator combined with a piezo valve,
and adopts a simple stepwise change in the total flow rate. It has been demonstrated that the uncertainty of evaporation rates is greatly reduced
by applying buoyancy correction to mass data measured with the MSB. Using the system and buoyancy-corrected data, the negative effect on
the MSB/DTG observed upon changing the total flow rate become negligible. The relative standard uncertainty of total flow rates is evaluated
using mass flow meters composed of critical flow Venturi nozzles to be less than or equal to 0.22%. The uncertainty of humidity generation has
been significantly reduced by improvements introduced in this work. A comparison between humidity generated with the DTG and humidity
measured with a moisture analyzer (MA) based on cavity ring-down spectroscopy is presented in the amount-of-substance fraction range between
10 nmol/mol and 250 nmol/mol. The results of the comparison confirm that the DTG is capable of producing a trace-moisture gas down to
approximately 10 nmol/mol, and of easily varying and controlling the amount-of-substance fraction of water using the system. The sources of bias
observed in the MA reading are aitributable mainly to systematic errors in the temperature of the absorption cell and absorption cross seclion used

to calculate the waler concentration with the MA.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The measurement of trace impurities in process gases has
become increasingly important in the past decade in semicon-
ductor industries, because it has been recognized that impurities
play a critical role in the yield and product quality of semi-
conductor devices. Water is a common impurity, and the level
of control currently required is considered to be better than
I pmol/mol in amount-of-substance fraction [1]. Various sen-
sors have been developed to detect such a small amount of water
vapor [2], and many of them are commercially available and
commoenly used in the fields of science and industry, However,
the accurate measurement of trace moisture is not straightfor-
ward. A major reason behind this is the lack of suitable humidity
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standards for the calibration of sensors; the periodic calibration
of sensors is needed 1o achieve reliable measurement.

In our previous study [3], it was demonstrated that a diffusion- -
tube humidity generator (DTG) is a suitable and reliable
humidity standard in the trace-moisture region. The DTG gener-
ates humidity by mixing water vapor evaporated from a diffusion
cell [3] with dry gas. Therefore, to establish a primary humid-
ity standard with this method, it is necessary to measure and
control the evaporation raie of the water and the flow rate of
the gas. In the previous study, we developed a system for the
real-time mass measurement of the evaporated water using a
magnetic suspension balance (MSB) combined with the DTG.
Furthermore, using a moisture analyzer {MA) based on cavity
ring-down spectroscopy [4-6], it was shown that the stable gen-
eration of water evaporation is realized by precisely controlling
temperature and pressure,

In this work, we focus on the measurement and control of
flow rate. The water concentration of the humid gas generated
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-with the DTG can be varied by adjusting the total flow rate. This
was performed using a mass flow controlier (MFC) by adjusting
the flow rate of the gas passing through the bypass line of the
MSB/DTG. When the total flow rate is changed, we must not
disturb the flow to the generation chamber of the MSB/DTG
because of the need to maintain the weighing stability and sen-
sitivity of the MSB. We must also maintain the pressure inside
the chamber because of the need to realize a stable and constant
evaporation rate. This pressure change also produces a change
in the buoyancy acting on the diffusion cell, which would be a
serious problem in real-time mass measurement with the MSB.
In fact, disturbances in the flow and pressure were observed
upon changing the total flow rate, and they brought about the
problems mentioned above. To solve these problems, we have
developed a system of flow and pressure controls using a pres-
sure regulator combined with a piezo valve, and by adopting a
stepwise change in the total flow rate.

The measurement of the total Alow rate is a fundamental issue
for determining the water concentration of humid gas gener-
ated with the DTG. In the present study, the rate was measured
using mass flow meters (MFMs) composed of critical flow Ven-
turi nozzles, which are often used as a transfer standard among
national metrology institutes [7]. The uncertainty of the total
flow ratehas also been evaluated with the MEMs.

A comparison between humidity determined with the evap-
oration and flow rates and humidity measured with the MA is
presented. The sources of the bias observed in the MA reading
are discussed.

2. Experimental
2.1 Expefimental setup

Fig. 1 shows a schematic of the experimental setup used
in the present study, Two thermal mass flow controflers (Stec,
SEC-F440M), referred to as MFC; and MFC;, were used to
control the flow of dry nitrogen (N3) gas. The full scales of
MFC; and MFC; were 20 L/min and 5 L/min, respectively; the
* flow rates used in this paper correspond to those measured under
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Fig. 1. Schematic of the experimental setup used in this work. MFC denotes
the thermal mass flow controller, P is the pressure gauge, MSB is the magnetic
suspension balance, M is the mixing device, PR is the pressure regulator, MA
is the moisture analyzer based on cavity ring-down spectroscopy, and MFM is
the mass flow meter composed of a critical flow Venturi nozzle.

the standard conditions of 101.325kPa and 0°C. The total
Aow rate of the system was controlled with MFCy in the range
between 1 L/min and 20 L/min. A portion of the flow, at a rate of
0.10L/min, was introduced to the inlet of a generation chamber
using MFCz, and the rest of the flow was bypassed. The Aow
to the bypass line was choked at the inlet of the line using an
orifice to maintain sufficient pressure upstream of MFCs so
that MFC; performed properly. A diffusion cell was suspended
inside the chamber. The water vapor from the diffusion cell was
diluted with the dry N3 gas coming from the inlet. Humid gas
obtained from the outlet of the chamber was mixed again with
the bypassed flow. A mixing device (Noritake, Static mixer)
was inserted after the connection point to achieve homogeneous
mixing. This mixed fow was divided into two flows as below.
One flow was introduced to a pressure regulator (PR) to control
the pressure inside the chamber. The other flow was introduced
toan MA based on cavity ring-down spectroscopy (Tiger Optics,
MTO-1000) to monitor the amount-of-substance fraction of
water in the trace-moisture gas generated. The flow to the MA
was controlled with the built-in MFC of the MA. The MA probes
the peak intensity of an absorption line of Hp0O using a near-
infrared diode laser. The deviation of the laser frequency from
the peak is an uncertainty of the measurement. We confirmed that
the uncertainty due to this effect in this work was negligible. The
two flows were combined again after passing through the PR and
MA. The flow rate of this combined flow was measured using one
of two MFMs (Hirai, MR series), denoted MFM; and MEM,
respectively. MFM) was used for flow rates greater than or equal
to 10 L/min, and MFMs, for those less than 10 L/min. The MFM
consisted mainly of a temperature sensor, two pressure sensors,
and acritical flow Venturi nozzle [8-10]. The Venturi nozzle pro-
duced a constant flow rate at its throat, Therefore, with a known
cross-sectional area of the throat, the flow rate was calculated
using the temperature and pressure of the gas measured upstream
of the nozzle. The effect of leaks in the pipework on the mea-
surement of flow rate was checked in advance and found to be
negligible.

Evaporation rates were measured as the mass-change rates
of the diffusion cell using the MSB. The mass data were col-
lected every 1min. The zero-point correction and calibration
of the MSB were performed every 10min and every 30 min,
respectively. The details of the diffusion cell and the MSB were
described in our previous paper [3}. The temperature of the
chamber was maintained at 25 °C by monitoring the temperature
with a platinum resistance thermometer (PRT). Atmospheric
pressure was measured with a digital manometer (Yokogawa,
MT210). Temperature and relative humidity near the MSB were
measured with a PRT and a humidity sensor (Sato Keiryoki,
SK-L.200TH}), respectively. The data of pressure, temperature,
humidity, and flow rate were collected every 1 min using a per-
sonal computer.

2,2, Flow and pressure controls
A piezo actuator valve (Horiba Stec, PV-2000) combined

with a valve controller (Horiba Stec, PCU-2100) was used to
control the pressure inside the chamber at a constant value by
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monitoring the absolute pressure with a pressure sensor (Pureron
Japan, PC-305). In this work, the pressure was fixed to be
150kPa. The proportional-integral-derivative (PID) parameters
of the controller and MFC» were also tuned to minimize the
effect of flow change on the pressure inside the chamber. In
addition, a stepwise change in the total flow rate was adopted
with MFC} upon the flow change. Each step of the flow change
was 0.1 L/min. After a step, the flow rate was maintained at the
new value for 3 s, and then changed to the next value. This pro-
cedure was repeated until the total flow rate became a desired
value. The same computer as that described in Section 2.1 was
also used to apply the stepwise control to MFCy.
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3. Resalts and discussion
3.1. Effect of flow change on MSB/DTG

First, we examine the effect of the total flow change on the
MSB/DTG using the control system developed in this work.
The total flow rate was changed alternately between 1 L/min and
20L/min at intervals of 2h as shown in Fig. 2(a). The pressure
inside the chamber is shown in Fig. 2(b); the pressure distur-
bance in the figure is £0.04 kPa. Fig. 2(c) shows the change
in mass of the diffusion cell. The values of the mass data are
the differences from the initial mass. The mass-change rate was
determined to be 12.09(0.01) pgh~! using a least-squares fit-
ting of the mass data with a linear function, where the number
in parenthesis is the numerical value of the standard uncertainty
[11] of the line fitting. The residuals of the fit are presented at
the bottom of the figure on a 10x expanded scale: The observed
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Fig. 2. Effect of total iow change on MSB/DTG: (a) total flow rate was changed
alternately between 1 L/min and 20 L/min at intervals of 2 h; (b) pressure inside
chamber; (c) change in mass of diffusion cell measured with MSB. The residuals
of the fit are presented at the bottom on a 10x expanded scale.

n th measurement

Fig. 3. Mass-change rates measured under three different fiow control condi-
tions as follows: (i) totat How rate was maintained at 1 L/min, (ii) maintained at
20 L/min, and (iii} changed alternately between I L/min and 20 L/min atintervals
of 2h.

mass data are reproduced very well by the linear function. This
suggests that the effect of the total flow change on the weighing
stability of the MSB seems to be negligible. However, it is pos-
sible that there remains a small effect of the total flow change on
the MSB/DTG that is obscure in Fig. 2(c). To evaluate quanti-
tatively this residual effect, we measured the mass-change rates
under three different flow contro! conditions as follows: (i) total
flow rate was maintained at 1 L{min, (il) maintained at 20 L/min,
and (ili) changed alternately between | L/min and 20 L/min at
intervals of 2 h in a manner similar to that shown in Fig. 2(a). The
mass-change rates were determined using least-squares analysis.
The measurement time was approximately 22 h. The number of
measurements under each flow control condition was ten. The
results of the measurements are graphically shown in Fig. 3.
The numerically obtained values of the results are summarized
in Table 1. No difference was observed in the average evapora-
tion rate among the three cases in the present study. However, the
standard deviation of the evaporation rate in case (iii) was larger
than in the other two cases. The total flow rate was unchanged
during the measurements in the other two cases. Hence, the dif-
ference in the standard deviation between cases (iit) and (i) or
(it) probably originated in the residual effect of the total flow
change. It was found that the fluctuation of pressure inside the
chamber observed in case (iii) was larger than in the other two
cases. This fluctuation would have influenced the buoyancy act-
ing on the diffusion cell, and as a result the measurement of
the evaporation rate was affected. Therefore, the residual effect
observed is probably compensated by applying buoyancy cor-
rection to the mass data. The *real mass” of the diffusion cell m

Table 1
Numericat values of evaporation rates

Case Average evaporation Swandard deviation
rate (pgh™") (ugh™h)

o 11.50 0.30

(i} 11.50 0.23

(i) 11.50 0.57
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Table 2 .
Values used for buoyancy correction

‘Table 3 .
Numerical values of evaporation rates (buayancy corrected)

Symbol Value and unit
P 7.374 glem®

£ 8.000 gfem?
M, 28.96 g/mol
M, 28.01 g/mol
M, 18.02 g/mol

R 8.314 J/(mol K)

is calculated with the MSB reading r, air density pq, the density
of the inside gas pg, the density of the diffusion cell g, and den-
sity of the reference weight (for balance calibration) pg, using
the following relation:

= I — pa/po
1—pg/p
Under the conditions in the present study, the water vapor and N
gas can be approximated to be ideal. When P, is the atmospheric

pressure, T the room temperature, and f; is the relative humidity
(in %), the air density p, is approximately given by {12,13]

pa = PyM, [1 _ es(T)hr (1 _ —A:Ii):l . @

(B

RT 100F; My

where R is the molar gas constant, e(T) the saturation vapor
pressure of water at 7, M, the molar mass of dry air, and M, is
the molar mass of water. Similarly, when Pg and T represent the
pressure and temperature of the gas inside the chamber, respec-
tively, the density of the inside gas p, is approximately given
by

_ M,

= R 3
Py RT, 3

where M is the molar mass of the N gas. The relationship
between the saturation vapor pressure of water and tempera-
ture is given by Eq. (2) in Ref. {14]. Buoyancy-corrected mass
data were obtained using Egs. (1)~(3) and Eq. (2) in Ref. [14]
with the values shown in Table 2. The evaporation rates redeter-
mined wsing these data are graphically shown in Fig. 4. Using
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Fig. 4. Buoyancy-corrected mass-change rates. The symbols are the same as
those in Fig. 3. ’

Case Average evaporation Standard deviation
rate (pgh~!) (pgh™")

B 11.67 0.08

(iD 11.71 0.05

(i) 11.72 0.07

numerical data corresponding to these evaporation rates, their
averages and standard deviations for the three cases are calcu-
lated as summarized in Table 3. The residual effect observed in
case (iif) is greatly reduced, as expected, and all the standard
deviations are comparable. Moreover, the mean value of the
standard deviations becomes approximately six times smaller
than that obtained from Table 1. We performed an analysis of
variance {11] on these data. The results of the analysis showed
no significant effect due to the change in the total flow rate at a
confidence level of 95%. Therefore, we do not further consider
the uncertainty due to the total flow change.

3.2. Uncertainty of flow rate

in this section, we evaluate the uncertainty of the total flow
rale in the system. Fig. 5 shows the relative standard devia-
tion of the flow rate, obtained from the flow measurement with
the MFMs at eight set values of MFC, in the range between
1.0 L/min and 20.0 L/min. This quantity corresponds to the rel-
ative standard uncertainty of the flow stability uys. The number
of measurements at each set value was four or five, and the
measurement time of each experiment was approximately 22 h.
In Fig. 5, the instability rapidly increased with decreasing the
total flow rate. This was because the MIFC with a large full seale
(201/min) was used for the flow control even in a small range.
However, the observed g was less than 0.15% in the entire
range, and it was considered to be satisfactorily stable for the
purpose of the present study because it was smaller than the
relative standard uncertainty of the stability of trace-moisture
generation, 0.6% [3].
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Fig. 5. Relative standard deviation of flow rate obtained from flow measurement
with MFMs.
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Table 4
Relative standard uncertainty
Quantity Uncertainty component Type Relative standard uncertainty (%)
Humidity (x,,) Flow rate () (0.17-0.22)
Calibration of MFM (g} B 0.17 and 0.18
Stability of MFM reading (i) A 0.019-0.15
Long-term drift {uy) B 0.015
Evaporation rate (0.96-1.3)
Calibration of balance B 0.0016
Line fitting A 0.084-0.14
Stability of weighing system A 0.75-12
Buoyancy correction B 0.021-0.11
Temperature effect on scale interval of balance A 0.29-0.6%
Srability of evaporation rate A 0.16-035
Residual moisture B 0.12-24
Total 1.0-2.7
Humidity (xps) Calibration of MA B 23
Stability of MA reading A 0.35-26
Fotal 2335

The relative standard uncertainty of flow measurement iy, is
given by

Ufm = «‘/u}*’s + u;-lc +- u%, (4)

where ur and ug represent the relative standard uncertainty due
to the calibration of the MFM and due to the long-term drift,
respectively. In this work, the calibration was performed using
the Japan Calibration Service System (JCSS), through which the
traceability to the national standard was guaranteed, The rela-
tive standard uncertainty of the flow rate between I L/min and
20 L/min in this system is given in Table 4. All the experiments
were completed within 6 months after the calibration, and ug
was estimated under the conditions of normal use for | year
[15]. Types A and B in Table 4 express uncertainty components
evaluated by statistical methods and those evaluated by other
means, respectively [11]. In this work, we improved the uncer-
tainty of the flow rate to be 0.17-0.22%; it was 2.9% in Ref.
{31

It is interesting to point out that the uncertainty was less than
or equal to 0.22% although the uncertainty of the MPC; read-
ing, #mgc, reported by the manufacturer, was 0.58-12%; upy, is
smaller than umg, even though MFC) was a main component of
the system for the flow control. This coniradiction is explained
by the assumption that iy includes the uncertainty due to the
long-term drift evaluated in terms of the time scale of years that
is not necessarily required for an uncertainty analysis when the
reading of an MFC has been calibrated recenily and the measure-
ment is completed within a few months. MFC; was calibrated 3
years ago. Therefore, the long-term drift should be considered
if the flow rate is determined only from the reading of MFC,.
In fact, the reading of MFC, deviated greatly from the MFM
reading, by 0.23% to 4.3%, and the expanded uncertainty [11]
of MFC) calculated using 2upmg (%95% confidence level) cov-
ered all those deviations. The reproducibility of the flow control
with MFC was also estimated using the MFMs. MFC; had been

turned on during the entire experimental period {approximately
1 month} to avoid any kind of drift derived from the switching,
The flow rates observed at a set value of MFC; were reproduced
within the uncertainty of 0.12% in the present work. This was
also smaller than 2upyg. These facts suggest that a large part
of the uncertainty of an MFC is probably attributable to fong-
term drift; a smaller uncertainty of an MFC reading than that
stated by the manufacturer. may be realized by calibrating it at
an appropriate interval in a proper way,

3.3. Comparison with MA measurement

Using the evaporation rate measured at the same time
as in the flow measurements described in Section 3.2, we
determined the humidity generated with the MSB/DTG, in
amount-of-substance fraction, denoted by xy. The evapora-
tion rate was calculated using buoyancy-corrected data. The
generated humidity was also monitored with the MA, denoted
by Xxma. These resuits are summarized in Table 5, where
the number following the symbol £ denotes the expanded
uncertainty with a coverage factor k=2 (=95% confidence
level) in the unit of the quoted result. x,, was varied in the

Table 5

Comparison between generated and measured values®

Xy (nmol/mol) Xz (nmol/mak) IpalXw

2473 £ 49 2344k 11.0 0.95

2184 £ 55 2086 + 9.8 0.96

1705 4 4.7 163.3 £ 7.7 0.95

1223+ 28 116.1 £ 5.5 0.95
95.0 & 2.6 90.5 + 4.3 0.95
48,1 + 11 46.1 %22 0.96
24,2 0.8 233+1.2 0.96
122+ 0.7 118 £08 0.97

® The numbers following the symbol £ denote the expanded uncertainty with
a coverage factor k=2,
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range of 10-250 nmol/mol; xn, was consistent with xy. The
uncertainties in Table 5 were tentatively estimated similarly to
that described in Ref. [3]. The uncertainty components other
than flow rate considered in the analysis are listed in Table 4.
The uncertainty of the evaporation rate was greatly improved
to be 0.96-1.3%, compared with 0.7-8.9% in the previous
work. We performed buoyancy comrection on the mass data,
and compensated for the vacertainty due to the buoyancy
effect. Thus, this uncertainty was considered negligible in this
work. Instead, we considered uncertainty due to an incomplete
knowledge of the required value of the buoyancy correction,
which was estimated using the calibration uncertainties of the

function for the line shape [16], the absorption cross section at .
the line center is given by [17]
S()

olvy) = b 6

where br, expresses the Lorentz half width. In the present study, ‘

the pressure broadening due to HyO-Ho O collisions is negligible
because the concentration of water is extremely low. Therefore,
by, is approximated by

by, = y(T)P, )

where y is the broadening coefficient of H2O by N2 at tem-

—thermometers;—pressure—~sensers;—and—-humidity—senser—Thi perature T, and P is the pressure of The Tofal gas. Vg is given

uncertainty was approximately two orders of magnitude smaller
than the value of the buoyancy correction. The scale interval of
the balance depends slightly on the ambient temperature, and
the change in the interval due to the temperature fluctuation
becomes an uncertainty component of evaporation rate. This
effect can be reduced by calibrating the balance using an
internal weight. In this work, the balance was calibrated every
30 min, instead of every 2 h, which is in contrast to the previous
work, leading to a smaller uncertainty than that in Ref, [3]. With
all these improvements, we have achieved uncertainties in xy
approximately twice as small as those in Ref. [3] in the range of
20-250 nmol/mol. Furthermore, in this work, we have expanded
the range of trace-moisture generation down to 12.2 nmol/mol
with an expanded uncertainty of 0.7 amol/mol (k=2).

In the previous study, deviation was observed between xy
and Xp,, which we attributed to systematic errors in the read-
ings of the MFC and MA. The deviation was also observed in this
study. xma was biased 3—-5% lower than xy, as shown in Table 5
{xmafxw), although the bias due to the flow measurement in this
study was estimated to be 0.36% (=2ug) at maximum. There-
fore, we concluded that the deviation was mainly attributable to
the systematic errors in the MA reading. Let N,, and N, repre-
sent the number densities of water and the total gas, respectively.
These quantities are related to the MA reading Xy by
Yoa = ¥, )

Ny
N, can be calculated from the two measured ring-down times
[6] T and Tp at the line center position vg, where 1 is the ring-
down time for the cavity containing the trace-moisture gas and
Ty is the ring-down time for the cavity containing only the dry
gas. If the absorption cross section of water o is known, Ny, is
determined using [6}:

i 1 1 i
Ny = - = )
co(v0) (r{vo) To(vo)) colu) -0 ©

where ¢ is the speed of light in the medium within the cavity.
The absorption cross section for a single absorption line can be
written in the form

o(v) = S(T)f(v—vp), N

where S(T) is the line strength at temperature T and f is the
normalized lne-shape function. Because the MA uses a Lorentz

by

P
Ny = —, 10
BT - o
where k represents the Boltzmann constant. From Eqs, (5)-(10},
the MA reading is given by

_ mp(TT
Fm =TT

Using this equation, we discuss three sources presumably
responsible for the bias observed in the present study.

First, the MA measures only L{vp) in Eq. (11), and Xy, is
calculated on the basis of T/K =296 [16]. However, in the present
study, the ternperature of the absorption cell was estimated to be
304 K. The line sirength S(T) is related to the strength Sp at a
reference temperature Tp by [18]

L{vp). (11

o)\ ' hcEg [1 1
S(T)=So(-?—?) exp [— Cko (ﬂf“-ﬁ)]' (12)

where £ is the Planck constant and Ep is the lower level
energy expressed in em™!, The MA monitors the 2g; < 303
transition of the v; + vy band of H2O at 7181.156 cm™!, there-
fore, Eg=136.76 cm™! [19]. The broadening coefficient ¥(T) is
expressed as

Tﬂ "
y(I) = Vo(?) , (13)
where yg is the coefficient at Ty and n=0.73 for the line [19].
Substituting Eqs. (12) and (13) into Eq. (11), we can calcu-
late the ratio of Xy (TVK = 206} xma (T/K =304 to be 0.971. This
suggests that xm, in this work is 3% lower than x,,.

Second, the uncertainty of the line strength should be consid-
ered. The values of Sy for the line reported in literature differed
at maximum by 6% [20], indicating the difficulty in determining
the value with a relative uncertainty much less than ~3%. The
inaccuracy in Sp results in a systematic error in Xyma. Eq. (11)
shows that the overestimation of Sp leads to the underestimation
of Xmg. Although the numerical value of Sp for the MA reading is
unreported, the observation implies that an overestimated value
is likely to be used.

Finally, the choice of the line-shape function may also affect
Xma. Lisak et al. have recently investigated rovibrational HaO
spectra using some line-shape models in the pressure range
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below 60 kPa [21]. They reported that the differences in the line
strengths determined using various line-shape functions could
be significant, varying in some cases by more than a few percent.
However, it is unclear to what extent this effect contributed to
Xma, because they did not use a Lorentz function for the analysis
and the pressure inside the absorption cell of the MA in this
work (> 140 kPa) differed from that used in their study.

Note that the hias due to the effects mentioned above can be
compensated by measuring the temperature of the gas and by
calibrating the MA reading using a reliable humidity standard.

4. Conclusions

We have developed a system of flow and pressure controls
for the MSB/DTG to realize a humidity standard in the trace-
moisture region. The amount-of-substance fraction of water in
the trace-moisture gas generated with the DTG can easily be var-
ied and controlled using the system. It has been demonstrated
that buoyancy correction is an effective method of reducing the
uncertainty of evaporation rates measured with the MSB. Using
the systern and buoyancy-corrected data, the negative effect
on the MSB/DTG observed upon changing the total flow rate
become negligible. We evaluated the relative standard uncer-
tainty of the total flow rates to be less than orequal to 0.22% using
mass flow meters composed of eritical flow Venturi nozzles. It
is suggested that a smaller uncertainty of an MFC reading than
that stated by the manufacturer may be realized by calibrating
it at an appropriate interval in a proper way. With the improve-
ments introduced in this work, we have achieved uncertainties in
Xw approximately twice as small as those in the previous work.
Furthermore, we have expanded the range of the trace-moisture
generation down to 12nmol/mol. A comparison between the
humidity determined using the evaporation and flow rates and
that measured with the MA was presented. These two values
were consistent. The MA reading was determined on the basis of
spectroscopic measurement, independent of any humidity mea-
surement using the MSB and MFMs. Therefore, the resolts of the
comparison also confirm that the DTG is capable of producing
a trace-moisture gas down to approximately 10 nmol/mol, and
of varying and conirolling the amount-of-substance fraction of
water using the system developed in this work. The sources of
the bias observed in the MA reading are attributable mainly to
systematic errors in the temperature of the absorption cell and
absorption cross section used to calculate the water concentra-
tion with the MA. This bias can be compensated by measuring
the temperature of the gas and by calibrating the MA reading.
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